
On the Properties of Solutionsof the Adjoint Euler EquationsMichael B. Giles Niles A. PierceOxford University Computing LaboratoryAbstractThe behavior of analytic and numerical adjoint solutions is examined for the quasi-1D Eulerequations. For shocked ow, the derivation of the adjoint problem reveals that the adjointvariables are continuous with zero gradient at the shock and that an internal adjoint boundarycondition is required at the shock. A Green's function approach is used to derive the analyticadjoint solutions corresponding to isentropic and shocked transonic ow, revealing a loga-rithmic singularity at the sonic throat and con�rming the expected properties at the shock.Numerical solutions obtained using both discrete and continuous adjoint formulations revealthat there is no need to explicitly enforce the adjoint shock boundary condition. Adjointmethods are demonstrated to play an important role in the error estimation of integratedquantities such as lift and drag.1 IntroductionAdjoint problems arise naturally in the formulation of methods for optimal aerodynamicdesign and optimal error control. For design applications, the adjoint solution provides thelinear sensitivities of an objective function such as lift or drag to a number of design variableswhich parameterise the shape. These sensitivities can then be used to drive an optimisationprocedure. Considerable e�ort has been dedicated to the development of optimal designmethods based on this approach [1{8]. More recently, adjoint methods have been recognisedas a means of achieving error control in uid dynamics simulations [9{12]. In this context,the adjoint solution relates the sensitivity of the objective function to the local truncationerrors in the ow discretisation. This information can then be used to provide an a posteriorierror estimate or to guide an adaptive meshing algorithm.While signi�cant e�ort has been dedicated to developing practical methods based on ad-joint formulations, there has been little discussion of the properties of the adjoint solutionsthemselves [13]. The present work investigates various issues concerning the derivation andapproximation of solutions to the quasi-1D adjoint Euler equations. The standard Lagrangemultiplier derivation of Jameson [1] is extended to include the e�ect of shocks in the formu-lation of the analytic adjoint equations. Explicit inclusion of the steady Rankine{Hugoniotconditions via an additional Lagrange multiplier demonstrates that at the shock, the adjointvariables are continuous and that an internal adjoint boundary condition is required. Thisis consistent with a characteristic viewpoint which indicates that one internal adjoint b.c. isneeded due to the disparity in the number of adjoint characteristics entering and leaving theshock. However, the conclusions di�er from those of previous investigators [14{16].The discrete adjoint equations can be formulated in two ways, either by discretising theanalytic adjoint equations (the so-called `continuous' approach) [1], or by transposing the dis-crete equations obtained by linearising the discretised ow equations (the `discrete' approach)1



2 Giles & Pierce[7]. Giles has previously shown that for quasi-1D ows with shocks, a conservative discreti-sation which is second-order accurate in smooth regions of the ow produces a second-orderaccurate approximation to the `lift' integral [17]. Hence, the linearisation of such a method(on which the discrete adjoint is based) must produce a linearised lift perturbation which isat least �rst-order accurate. On the other hand, it is less clear whether the discretisationof the analytic adjoint equations leads to the correct adjoint solution if there is no explicitenforcement of the special shock condition.To investigate this point, the paper derives the analytic solution to the adjoint equationsfor shocked ow. This is accomplished by constructing the Green's functions for the linearisedEuler equations, including the linearised Rankine{Hugoniot conditions, using an extension ofthe approach developed by Giles and Pierce for shock-free quasi-1D ows [13]. The analyticresults compare very well with numerical results obtained using both the continuous anddiscrete approaches. To understand why the continuous approach behaves correctly withoutexplicit enforcement of the adjoint shock boundary condition, a shooting method was usedto march the solution back from the exit across the shock. Disregarding the adjoint shockb.c., but maintaining continuity at the shock, leads to a family of solutions of the adjointequations. Of these, it appears that the continuous approach selects the smoothest memberof the family, which corresponds to the analytic solution.The �nal section of the paper discusses the use of adjoint solutions for error analysis. Theerror in the lift integral is shown to be an inner product of the the adjoint ow variables andthe truncation error of the discretisation of the Euler equations. Estimating the truncationerror gives a method of accurately estimating the error in the lift integral. With a �rst-orderdiscretisation of the Euler equations, it is shown that the error estimate can be used to correctthe computed value of the lift integral and obtain second-order accuracy. Alternatively, theerror estimate could be used in the future as the basis for optimal grid adaptation [12].2 Adjoint problem formulationThe quasi-1D Euler equations for steady ow in a duct of cross-section h(x), on the interval�1 � x � 1, may be written asR(U; h) � ddx(hF ) � dhdx P = 0 ;where U = 0@ ��q�E1A ; F = 0@ �q�q2 + p�qH 1A ; P = 0@ 0p0 1A :If the solution contains a shock at xs, the Rankine-Hugoniot jump condition[F ]x+sx�s = 0connects the smooth solutions on either side.For design applications, linearisation of R with respect to perturbations in the ow solu-tion u and the geometry eh produceseR � Lu� f = � ddx (hAu)� dhdx Bu�� dehdxP � ddx(ehF )! = 0; (2.1)where A = (@F=@U) and B = (@P=@U). For error analysis applications, we shall subse-quently see that f is instead the truncation error.



Properties of Adjoint Solutions 3If the objective function of interest is the `lift'J = Z 1�1 p dx = Z xs�1 p dx + Z 1xs p dx ;the lift perturbation is thenI = Z xs�1 gTu dx + Z 1xs gTu dx � [p]x+sx�s � ; (2.2)where g = (@p=@U)T , and the third term includes the e�ect of a linearised displacement inthe shock location �.Using continuous Lagrange multipliers v to enforce the di�erential ow constraints oneither side of the shock, and a Lagrange multiplier vs to enforce the Rankine{Hugoniotconditions at the shock, the augmented nonlinear objective function isJ = Z xs�1 p dx + Z 1xs p dx� Z xs�1 vTR dx� Z 1xs vTR dx� hsvTs [F ]x+sx�s ;where hs � h(xs). Linearising this with respect to perturbations in the geometry eh, the shocklocation � and the ow solution u givesI = Z xs�1 gTu dx + Z 1xs gTu dx � [p]x+sx�s ��Z xs�1 vT(Lu� f) dx � Z 1xs vT(Lu� f) dx� hsvTs [Au]x+sx�s � hsvTs �dFdx �x+sx�s � :After integration by parts and rearrangement, this yieldsI = Z xs�1 vT f dx + Z 1xs vT f dx�Z xs�1 (L�v � g)Tu dx � Z 1xs (L�v � g)Tu dx� � hsvTs �dFdx �x+sx�s + [p]x+sx�s !� hs(vs�v(x+s ))T Aujx+s + hs(vs�v(x�s ))T Aujx�s� �hvTAu�1�1 ;where the adjoint operator L� is de�ned byL�v � �hAT dvdx � dhdx BT v :The basic idea of the adjoint approach is to de�ne the adjoint problem so as to eliminatethe explicit dependence of I on u and �, giving the adjoint form of the objective functionI = Z xs�1 vT f dx + Z 1xs vT f dx = Z 1�1 vT fdx : (2.3)



4 Giles & PierceTo eliminate the dependence on u, v must satisfy the adjoint o.d.e.L�v � g = 0 ; (2.4)and at the shock v and vs must satisfyv(x�s ) = vs = v(x+s ) ;proving that the adjoint variables are continuous across the shock. Removing the dependenceof I on � then requires that hsvT (xs) �dFdx �x+sx�s = � [p]x+sx�s ;which is an internal boundary condition at the shock. Noting that�dFdx �x+sx�s = � 1h dhdxP�x+sx�s ;this reduces to the simple b.c. v2(xs) = ��dhdx(xs)��1 : (2.5)Finally, the inlet and exit boundary conditions for the adjoint problem are de�ned so as toremove the explicit dependence of �hvTAu�1�1on u. At a boundary where the ow equations have n incoming characteristics, and hence nimposed boundary conditions, the adjoint equations will thus have (3�n) b.c.'s correspondingto an equal number of incoming adjoint characteristics [13].The duality of the ow (primal) and adjoint (dual) problems is evident from the factthat the inhomogeneous term f in the primal problem (2.1) enters the functional in thedual problem (2.3), and correspondingly, the inhomogeneous term g in the dual problem(2.4) appears in the functional of the primal problem (2.2). The advantage of the adjointformulation of the objective function in the context of design optimisation is that each designvariable produces a di�erent linear source term f , but the corresponding adjoint solutionremains unchanged as it depends only on the choice of objective function. Therefore, theevaluation of I requires just one ow calculation and one adjoint calculation, and is relativelyindependent of the number of design variables [1].A �nal observation is that the adjoint equation (2.4) and the adjoint shock b.c. (2.5)together cause the gradient of the adjoint variables to vanish at the shock. This may be seenby writing (2.4) using Jacobians based on the non-conservative ow variables Up = (�; q; p)T ,so that the adjoint equation becomes,h0@ q q2 12q3� 2�q �1p+ 32�q20 1 �1q 1A dvdx = �0@ 001 + dhdxv2 1A ;and the adjoint shock b.c. produces (dv=dx) = 0 at the shock.



Properties of Adjoint Solutions 53 Analytic adjoint solutions3.1 Outline of approachTo verify the properties of the adjoint solutions and to provide a reference for comparisonwith numerical results, the analytic adjoint solutions are now derived for both isentropic andshocked transonic ows.The derivation uses a Green's function approach [13] in which we consider the linearisedproblem with point source terms Luj(x; �) = fj(�)�(x � �); (3.1)where �(x) is the Dirac delta function. Using the adjoint form of the objective function (2.3),the corresponding linearised objective isIj(�) = Z 1�1 vT (x)fj(�)�(x � �) dx = vT (�)fj(�):Given three linearly independent vectors fj(�), the three simultaneous equations can then besolved for the adjoint variablesvT (�) = �I1(�)jI2(�)jI3(�)��f1(�)jf2(�)jf3(�)��1 : (3.2)The approach is then to choose fj(�), solve the linearised ow equations to obtain theow perturbation uj(x; �) and the shock displacement �, evaluate Ij(�) using (2.2) and �nallyobtain v(�) from (3.2).3.2 Isentropic transonic owThe key to carrying out the procedure described above is to choose a set of source vectorsfj(�) which lead to relatively simple solutions to the linearised ow equations. We beginby considering isentropic ow through a converging-diverging duct with inlet, throat andoutlet located at x = �1; 0;+1, respectively. The nonlinear equations ensure that mass uxmh � �qh, stagnation enthalpy H and stagnation pressure p0 all remain constant alongthe duct. Therefore, solutions to the linear homogeneous equations must introduce uniformperturbations to these three quantities. The general solution to the linear homogeneousequations may then be written in the formu(x) = ah(x) @U@m(x)����H;p0 + b @U@H (x)����p0;M + c @U@p0 (x)����H;M ;where the three vectors are linearly independent and a, b and c represent the uniform per-turbations to mh, H and p0. To simplify the analysis, perturbations to stagnation enthalpyand pressure are introduced at �xed Mach number rather than at �xed mass ux, so that band c both imply an additional uniform perturbation to mh. By contrast, a does not perturbeither H or p0.If we now consider the inhomogeneous equations with source terms fj(�)�(x � �), thecorresponding solutionsuj(x; �) = a(x; �) 1h(x) @U@m(x)����H;p0 + b(x; �) @U@H (x)����p0;M + c(x; �) @U@p0 (x)����H;M



6 Giles & Piercemust satisfy the homogeneous equations on either side of �, and therefore a; b; c will haveuniform values a1; b1; c1 for x < � and a2; b2; c2 for x > �. The jump conditions for theconstants are obtained by integrating the dominant terms in (3.1) from x = �� to x = �+,givingh(�) (a2 � a1) 1h(�) @F@m(�)����H;p0 + (b2 � b1) @F@H (�)����p0;M + (c2 � c1) @F@p0 (�)����H;M! = fj(�):This jump condition suggests that by choosing the three linearly independent source vectorsf1(�) = h(�)h(�) @F@m(�)����H;p0 = 0@ 1qH1A ;f2(�) = h(�) @F@H (�)����p0;M = h(�)0@ ��q2H0�q2 1A ;f3(�) = h(�) @F@p0 (�)����H;M = h(�)p0 0@ �q�q2 + p�qH 1A ;the perturbations will have the simple propertiesf1(�) ) a2 � a1 = 1; b2 = b1; c2 = c1;f2(�) ) b2 � b1 = 1; c2 = c1; a2 = a1;f3(�) ) c2 � c1 = 1; a2 = a1; b2 = b1: (3.3)For each source vector fj(�), the three remaining unknowns in the corresponding solutionuj(x; �) are determined by the three homogeneous boundary conditions appropriate to theMach regime under consideration. These homogeneous boundary conditions are equivalent todemanding that there is no perturbation to the boundary conditions for the original nonlinearproblem.For isentropic transonic ow, there are two boundary conditions on H and p0 at thesubsonic inlet and no boundary conditions at the supersonic exit. The third requirement isthat the Mach number remains unity at the throat.3.2.1 Change in mh at �xed H; p0For f1, the inlet boundary conditions ensure that b = c = 0 and the throat condition requiresthat a equals zero at the throat. Therefore, a2 = 0 for � < 0 and a1 = 0 for � > 0, leading tothe solution u1(x; �) = 8>>><>>>: �H(� � x) 1h(x) @U@m(x)����H;p0 ; � < 0 ;H(x� �) 1h(x) @U@m(x)����H;p0 ; � > 0 :Hence, if � < 0, the mass ux upstream of x = � is reduced by a unit amount, whereas if� > 0, the mass ux downstream of x = � is increased by a unit amount.



Properties of Adjoint Solutions 7The objective function isI1(�) = 8>>>><>>>>: �Z ��1 1h(x) @p@m(x)����H;p0 dx ; � < 0 ;Z 1� 1h(x) @p@m(x)����H;p0 dx ; � > 0 : (3.4)Since @p@m(x)����H;p0 = �q1�M2 ;and M is linear through a choked throat, then@p@m(x)����H;p0 � 1x; as x! 0:It follows that I1(�) � log (�); as � ! 0;so there is a logarithmic singularity in the adjoint variables at a sonic throat.3.2.2 Change in H at �xed p0;MIn this case, the inlet conditions on H and p0 require b1 = c = 0 and the throat conditiongives a = 0. The solution is thenu2(x; �) = H(x� �) @U@H (x)����p0;M ;and the corresponding objective function, I2(�), is zero because @p@H (x)���p0;M = 0.3.2.3 Change in p0 at �xed H;MNow, the inlet conditions on H and p0 yield b = c1 = 0, and the Mach number is �xed at thethroat, so again a = 0. The solution and linear functional thus becomeu3(x; �) = H(x� �) @U@p0 (x)����H;M ; I3(�) = Z 1� @p@p0 (x)����H;M dx:3.2.4 Sample solutionThe analytic objective functions I(�) and adjoint solutions v(�) corresponding to isentropictransonic ow are shown in Fig. 1. The logarithmic singularity in I2 at the throat is reectedin the singularities of all three adjoint variables.3.3 Shocked owFor shocked ow, there are two boundary conditions on H and p0 at the subsonic inlet andone boundary condition on p at the subsonic exit. The nonlinear equations once again ensureconstant mass ux and stagnation enthalpy throughout the duct, but the stagnation pressurenow has di�erent constant values on either side of the shock. Consequently, solutions to thelinearized equations must now admit di�erent but constant stagnation pressure perturbations
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Figure 1: Objective functions and adjoint variables for isentropic transonic ow conditions.on either side of the shock. To account for the shock, the form of the solution must begeneralised touj(x; xs; �) = a(x; xs; �) 1h(x) @U@m(x)����H;p0 + b(x; xs; �) @U@H (x)����p0;M + c(x; xs; �) @U@p0 (x)����H;Mwhere the perturbations a, b, and c may now be discontinuous at the shock location xs aswell as at �.3.3.1 Shock movementThe displacement in the shock can be calculated from the normal shock relationp02 = p01f(M1); f(M1) = �p2p1� 1 + �12 M221 + �12 M21 !=�1 ;with shock jump conditionsp2p1 = 1 + 2 + 1(M21 � 1); M22 = 1 + [( � 1)=2]M21M21 � ( � 1)=2 ;where the subscripts 1 and 2 represent quantities upstream and downstream of the shock,respectively. The perturbations to the stagnation pressure then satisfyc2 = c1f(M1) + p01f 0(M1)  @M1@x � + a1h(x) @M1@m (x)����H;p0!�����x=x�s ; (3.5)where � is the resulting displacement of the shock and@M@m (x)����H;p0 = Mm �1 + [( � 1)=2]M21�M2 � :If h(x) is a piecewise di�erentiable function, then @M=@x may be evaluated analytically usingthe area Mach number relation� hh��2 = 1M2 � 2 + 1 �1 +  � 12 M2��(+1)=(�1) :The throat is sonic so the sonic area h� is identically equal to the throat area ht.



Properties of Adjoint Solutions 93.3.2 Change in mh at �xed H; p0Perturbation between the inlet and the throat (�1 < � < 0)Since the throat is choked and H and p0 are �xed at the inlet, the form of the solutionand objective function will be the same as for the isentropic transonic case when � < 0u1(x; xs; �) = �H(� � x) 1h(x) @U@m(x)����H;p0 ; I1(�) = �Z ��1 1h(x) @p@m(x)����H;p0 dx:The two new scenarios to consider are when � is between the throat and the shock andbetween the shock and the exit. In either case, the mass ux perturbation a will causethe shock to move and the solution will need to ensure that the perturbations to mass uxand stagnation enthalpy remain constant across the shock, in addition to satisfying the exitboundary condition on pressure.Perturbation between the throat and the shock (0 < � < xs)The choked condition at the throat requires that all perturbations are zero for x < �.For consistency with the shock jump subscripts, perturbations between � and the shockare denoted by a1; b1; c1 and perturbations between the shock and the exit are denoted bya2; b2; c2. At �, there is a unit mass ux perturbation at constant H and p0, soa1 = 1; b1 = 0; c1 = 0:Furthermore, H remains constant for any shock location so b2 = 0. For physical consistency,the perturbation to mass ux across the shock must be constant, and soa1 = a2 + c2  h(x) @m@p0 (x)����H;M!�����x=x+s :Also, to avoid perturbing the exit pressure, we require a2h(x) @p@m(x)����H;p0 + c2 @p@p0 (x)����H;M!�����x=1 = 0:These two equations determine the two unknowns a2 and c2 and equation (3.5) then deter-mines the shock movement �. The perturbed solution is thenu1(x; xs; �) = 1h(x) [a1H(x� �) + (a2 � a1)H(x� xs)] @U@m(x)����H;p0+ c2H(x�xs) @U@p0 (x)����H;M :and the corresponding objective function isI1(�) = Z xs� a1h(x) @p@m(x)����H;p0dx+ Z 1xs a2h(x) @p@m(x)����H;p0+ c2 @p@p0 (x)����H;M! dx � (p2 � p1) �:Perturbation between the shock and the exit (xs < � < 1)All perturbations are now zero for x < xs, soa1 = b1 = c1 = 0;



10 Giles & Piercesince perturbations introduced in the subsonic region following the shock cannot a�ect thesupersonic zone except through shock movement. Perturbations between the shock and � arenow denoted by a2; b2; c2 and perturbations between � and the exit are denoted by a3; b3; c3.For compatibility with the upstream ow, there must be no perturbation to H acrossthe shock, so b2 = b3 = 0. The perturbation to the stagnation pressure must be uniformthroughout the subsonic region, so c2 = c3 � c. At �, the source term produces a unitperturbation in mass ux so a3 � a2 = 1:To match the ow upstream of the shock, there must be no mass ux perturbation on thedownstream side of the shocka2 + c  h(x) @m@p0 (x)����H;M!�����x=x+s = 0:Also, to ensure zero perturbation of the exit static pressure we require, a3h(x) @p@m(x)����H;p0 + c @p@p0 (x)����H;M!�����x=1 = 0;giving three equations for the three unknowns. The perturbed solution then has the formu1(x; xs; �) = 1h(x) [a2H(x� xs) + (a3 � a2)H(x� �)] @U@m(x)����H;p0+ cH(x� xs) @U@p0 (x)����H;M ;with objective functionI1(�) = Z �xs a2h(x) @p@m(x)����H;p0dx+ Z 1� a3h(x) @p@m(x)����H;p0dx+ Z 1xs c @p@p0 (x)����H;Mdx � (p2 � p1) �:3.3.3 Change in H at �xed p0;MAhead of the shock, the perturbation to stagnation pressure c must be zero due to the inletboundary condition, and the mass ux perturbation a must be zero due to the choked throat.The inlet condition on H ensures the perturbation to stagnation enthalpy is zero for x < �,and the unit jump in b at � will produce a constant perturbation in H across the shock,without a�ecting the exit condition on pressure.There still exists that possibility that a and c are non-zero constants following the shock,balancing to produce zero mass ux perturbation at the shock a+ c h(x) @m@p0 (x)����H;M!�����x=x+s = 0;and zero pressure perturbation at the exit ah(x) @p@m(x)����H;p0 + c @p@p0 (x)����H;M!�����x=1 = 0:However, the determinant of this system is nonzero, so there is only the trivial solutiona = c = 0. Hence, the solution and objective function in the shocked case have the formu2(x; xs; �) = H(x� �) @U@H (x)����p0;M ; I2(�) = 0;and there is no displacement of the shock.



Properties of Adjoint Solutions 113.3.4 Change in p0 at �xed H;MFor shocked ow with a unit jump in stagnation pressure, the presence of the shock a�ectsthe perturbed solution for all locations of �. This is in contrast to the shocked case with ajump in mass ux, where the solution remained unchanged from the isentropic transonic casefor � < 0. The two scenarios to consider in the present case are when � is between the inletand the shock, and between the shock and the exit.Perturbation between the inlet and the shock (�1 < � < xs)As in the shock-free case, there is no perturbation for x < �. Denoting the perturbationsbetween � and the shock by a1; b1; c1 and those after the shock by a2; b2; c2, we have byde�nition a1 = 0; b1 = 0; c1 = 1:The perturbation to H must be constant across the shock so b2 = 0. Constant mass uxperturbation at the shock requiresc1  h(x) @m@p0 (x)����H;M!�����x=x�s = a2 + c2  h(x) @m@p0 (x)����H;M!�����x=x+s ;and zero perturbation to the exit pressure is ensured by setting a2h(x) @p@m(x)����H;p0 + c2 @p@p0 (x)����H;M!�����x=1 = 0 ;providing two equations for the two unknowns. The solution then has the formu3(x; xs; �) = [c1H(x� �) + (c2 � c1)H(x� xs)] @U@p0 (x)����H;M + a2h(x)H(x� xs) @U@m(x)����H;p0 ;with corresponding objective functionI3(x; xs; �) = Z xs� c1 @p@p0 (x)����H;Mdx+Z 1xs a2h(x) @p@m(x)����H;p0+ c2 @p@p0 (x)����H;M! dx� (p2�p1) � :Perturbation between the shock and the exit (xs < � < 1)There are now no perturbations upstream of the shock, soa1 = b1 = c1 = 0:Perturbations in the region between the shock and � are denoted by a2; b2; c2 and thosebetween � and the exit are denoted by a3; b3; c3.Compatibility at the shock and the fact that mh and p0 are perturbed at constant H,together imply that there are no perturbations to stagnation enthalpy following the shock,so b2 = b3 = 0. Perturbations to the mass ux must be constant throughout the subsonicregion (a2 = a3 � a) since the jump condition at � corresponds solely to a unit perturbationin stagnation pressure c3 � c2 = 1:Zero mass ux perturbation at the shock then givesa+ c2  @m@p0 (x)����H;M!�����x=x+s = 0 ;
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Figure 2: Objective functions and adjoint variables for shocked ow conditions.and zero perturbation to the exit pressure requires ah(x) @p@m(x)����H;p0 + c3 @p@p0 (x)����H;M!�����x=1 = 0 ;providing three equations for three unknowns. The solution has the formu3(x; xs; �) = [c2H(x� xs) + (c3 � c2)H(x� �)] @U@p0 (x)����H;M + ah(x)H(x� xs) @U@m(x)����H;p0 ;with corresponding objective functionI3(�) = Z 1xs ah(x) @p@m(x)����H;p0 dx+ Z �xs c2 @p@p0 (x)����H;M dx+ Z 1� c3 @p@p0 (x)����H;M dx� (p2 � p1)�:3.3.5 Sample solutionThe objective functions I(�) and adjoint variables v(�) are shown in Fig. 2 for shocked ow.Again, the sonic throat produces a logarithmic singularity in the adjoint variables. At theshock, the objective functions are discontinuous but the adjoint variables are continuous withzero gradient, as proved earlier.4 Properties of numerical solutionsThe analytic adjoint solution for shocked ow is compared with �rst-order accurate numericalsolutions computed using both the discrete and continuous formulations in Fig. 3. Theinternal adjoint boundary condition (2.5) is not explicitly enforced using either approach.However, both numerical solutions compare very well with the analytic results, capturing thesingularity at the sonic point without oscillation, and correctly predicting continuity and zerogradients at the shock.Some explanation is required for the correct behavior of the numerical adjoint solutionsat the shock, since the internal boundary condition has not been explicitly incorporated inthe discretisation. Giles has previously shown that for shocked ow [17], a second-orderdiscretisation that degenerates to �rst-order accuracy at shocks still produces a second-orderlift prediction. Therefore, linearisation of this discretisation should produce a linearised liftperturbation that is at least �rst-order accurate. Hence, we expect that the discrete adjoint
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Figure 3: Adjoint solutions for shocked ow using discrete and continuous formulationsformulation, which is based on this linearised discretisation, must behave correctly to �rstorder at the shock.By contrast, the reason for the correct behavior of the continuous formulation is notimmediately evident. Maintaining continuity at the shock, but choosing di�erent values forthe shock boundary condition leads to a one-parameter family of adjoint solutions. The e�ectof varying the value of the shock b.c. can be studied by modifying the value of the singleoutgoing characteristic variable at the exit and marching the solution upstream to the throatusing a simple shooting method. Three di�erent solutions obtained using this approach areshown in Fig. 4, where it is evident that a smooth solution is produced only when using thecorrect value of the shock boundary condition. This suggests that the numerical dissipationin the discretization of the continuous approach could be responsible for producing the correctadjoint behavior at the shock, since even in the absence of an explicit boundary condition,the dissipation will seek out the smoothest solution, which is also the analytic solution.The conclusion of this analysis is that there is no clear preference for either the continuousor the discrete approach in regard to the treatment of sonic points or shocks.5 Error analysis by adjoint methodsPreviously, the adjoint ow equations were derived in the context of aerodynamic design,with a perturbation in the duct height h(x) producing a perturbation to the lift. However,adjoint equations also play an important role in error analysis, predicting the error in thecomputed lift due to the truncation error of the numerical discretization.Consider a discretisation of the Euler equations using �rst-order characteristic smooth-
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Remainder Figure 6: Convergence of the lift error, thecorrection and the remaining error.ing. For simplicity, we will consider only subsonic ows for which the numerical solutionUj is smooth. Performing a modi�ed equation analysis [18, 19] by substituting Taylor seriesexpansions for each discrete variable results in the modi�ed o.d.e.ddx(hF )� dhdx P = f +O(�x2); f � ddx ��x2 h jAj dUdx� :Treating the truncation error f in the same way as the design perturbation source term f inSection 2, the perturbation to the lift is once more given by (2.3), where the adjoint solutionis exactly the same as before.By evaluating this integral using computed values for the adjoint solution and truncationerror, the error in the computed lift can be accurately estimated. This error estimate canthen be used to correct the computed lift value. As an example, consider the subsonic testcase of Fig. 5, where pressure plots are shown for three di�erent computational grids. The�rst order accuracy of the discretisation results in very poor agreement with the analyticsolution, which is symmetric about x = 0. The log-log plot of Fig. 6 displays three sets ofdata for meshes ranging from 64 to 4,096 cells: the error in the computed lift, the adjointerror estimate and the remaining lift error after subtracting the correction from the computedvalue. The superimposed lines have slopes of �1 and �2, showing that the error and theerror estimate are both �rst-order, as predicted, and the remaining error after applying thecorrection is second-order.For higher order methods in multiple dimensions (e.g. second-order methods for Navier-Stokes calculations on unstructured 3D grids), it would be much more di�cult to estimate thetruncation error, and hence, to derive precise lift and drag error estimates. A more practicalalternative is to use the adjoint integral error estimate (2.3) as the basis for optimal gridadaptation. Consider a local region of the grid. Doubling the grid resolution will producea factor two reduction in the truncation error (for the �rst order discretisation) at the costof introducing O(�x�1) additional grid points. Thus, the error reduction per grid point isO(�x vT f). An optimal adaptation strategy is to introduce additional grid points in theregions in which �x vTf is greatest. In implementing such a strategy, an accurate evaluationof the truncation error and adjoint solution is not necessary; a good order-of-magnitudeestimate might be su�cient.This optimal grid adaptation strategy looks very similar to other re�nement strategieswhich focus on minimising the truncation error. The important distinction is the use of theadjoint solution which de�nes the inuence of the local truncation error on the computed
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