
Improved lift and drag estimatesusing adjoint Euler equationsMichael B. Giles�Oxford University Computing Laboratory, Oxford, OX1 3QD, UK.Niles A. PierceyDivision of Biology, California Institute of Technology, Pasadena, CA 91125.AbstractThis paper demonstrates the use of adjoint error anal-ysis to improve the order of accuracy of integral func-tionals obtained from CFD calculations. Using secondorder accurate �nite element solutions of the Poissonequation, fourth order accuracy is achieved for two dif-ferent categories of functional in the presence of bothcurved boundaries and singularities. Similarly, nu-merical results for the Euler equations obtained usingstandard second order accurate approximations demon-strate fourth order accuracy for the integrated pressurein two quasi-1D test cases, and a signi�cant improve-ment in accuracy in a two-dimensional case. This ad-ditional accuracy is achieved at the cost of an adjointcalculation similar to those performed for design opti-mization.1 IntroductionIn aeronautical CFD, engineers desire very accurateprediction of the lift and drag on aircraft, but they areless concerned with the precise details of the ow �eld ingeneral, although there is a clear need to understand thequalitative nature of the ow (e.g. is there a bad owseparation?) in order to make design changes whichwill improve the lift or drag. Similarly, other areas ofCFD analysis also have a particular interest in a few keyintegral quantities, such as total production of nitrousoxides in combustion modeling, or the net seepage of a�Professor, Member AIAA, giles@comlab.ox.ac.uk,www.comlab.ox.ac.ukySenior Postdoctoral Scholar, Member AIAA,niles@mayo.caltech.edu, www.mayo.caltech.eduCopyright c1999 by M.B. Giles and N.A. Pierce. Pub-lished by the American Institute of Aeronautics and Astronautics,Inc. with permission.

pollutant into an aquifer when modeling soil contami-nation.The objective of this paper is to obtain higher orderaccuracy for integral functionals (such as the lift anddrag) derived from CFD calculations. The key is thesolution of the adjoint p.d.e. with inhomogeneous termsappropriate to the functional of interest. We show thatit is this solution which relates the error in the originalapproximation (as measured by the extent to which theapproximate solution fails to satisfy the original p.d.e.)to the consequential error in the computed value of thefunctional. Given an approximation to the adjoint so-lution, one can then quantify and correct the leadingorder error term in the functional estimate. The cor-rected value of the functional is then superconvergent inthat the remaining error is proportional to the productof the errors in the primal and adjoint solutions.The analysis is closely related to superconvergenceresults in the �nite element literature [2, 3, 4, 13, 14, 15].The key distinction is that the adjoint error correctionterm which we evaluate to obtain superconvergence iszero in a large class of �nite element methods, includingmany which are used for incompressible ow, but notthose used most commonly for compressible ow. Thus,these methods automatically produce superconvergentresults for any integral functional without requiring thecomputation of an approximate adjoint solution.Previous papers by the present authors [9, 16] derivedthe underlying theory for a limited class of functionalsand presented numerical results for the one-dimensionalPoisson equation and the quasi-1D Euler equations.The only 2D results were for the Poisson equation ona unit square. In this paper we address a number ofissues which are critical to real multi-dimensional ap-plications. The �rst is the consideration of functionalswhich are integrals over the boundary of the domain(as in lift and drag integrals) rather than integrals over1



the interior of the domain (as in the average tempera-ture of a uid). The second is consideration of domainswith curved boundaries and other more general bound-ary conditions for which there are truncation errors inthe approximation of the boundary conditions. Thesetwo features require extensions to the theory presentedpreviously. The third issue, which can be important inmulti-dimensional applications, is the presence of singu-larities in the geometry or solution, such as at the trail-ing edge of a cusped airfoil. No new theory is requiredin this case, but the question is whether the presence ofa singularity may prevent one from achieving supercon-vergent results.We begin the paper by presenting the linear the-ory and simple examples of its application to the two-dimensional Poisson equation in curved domains. Su-perconvergent results are achieved even when there is asingularity in the solution. We then present the non-linear theory and examples of its use with the quasi-1Dand 2D Euler equations approximated by standard sec-ond order �nite volume methods. Unambiguous fourthorder accuracy is achieved for the quasi-1D results forboth subsonic and shock-free transonic ow. The 2Dresults show a very signi�cant improvement in the ac-curacy of the computed functional, but it is not possibleto infer the precise order of accuracy.2 Linear analysis2.1 Theory without boundary termsLet u be the solution of the linear di�erential equationLu = f;on the domain 
, subject to homogeneous boundaryconditions for which the problem is well-posed whenf 2 L2(
). The adjoint di�erential operator L� and as-sociated homogeneous boundary conditions are de�nedby the identity (v; Lu) = (L�v; u);for all u, v satisfying the respective boundary condi-tions. Here the notation (:; :) denotes an integral innerproduct over the domain 
.Suppose now that we are concerned with the valueof the functional J = (g; u), for a given function g 2L2(
). An equivalent dual formulation of the problemis to evaluate the functional J=(v; f), where v satis�esthe adjoint equation L�v = g;

subject to the homogeneous adjoint boundary condi-tions. The equivalence of the two forms of the problemfollows immediately from the de�nition of the adjointoperator. (v; f) = (v; Lu) = (L�v; u) = (g; u):Suppose that uh and vh are approximations to u andv, respectively, and satisfy the homogeneous boundaryconditions. The subscript h is intended to denote thatthe approximate solutions are derived from a numeri-cal computation using a grid with average spacing h.When using �nite di�erence or �nite volume methods,uh and vh might be created by interpolation throughcomputed values at grid nodes. With �nite elementsolutions, one might simply use the �nite element so-lutions themselves, or one could again use interpolationthrough nodal values and thereby obtain approximatesolutions which are smoother than the �nite elementsolutions.Let the functions fh and gh be de�ned byLuh = fh; L�vh = gh:It is assumed that uh and vh are su�ciently smooth thatfh and gh lie in L2(
). If uh and vh were equal to uand v, then fh and gh would be equal to f and g. Thus,the residual errors fh�f and gh�g are a computableindication of the extent to which uh and vh are not thetrue solutions.Now, using the de�nitions and identities given above,we obtain the following expression for the functional:(g; u) = (g; uh)� (gh; uh�u) + (gh�g; uh�u)= (g; uh)� (L�vh; uh�u) + (gh�g; uh�u)= (g; uh)� (vh; L(uh�u)) + (gh�g; uh�u)= (g; uh)� (vh; fh�f) + (gh�g; uh�u):The �rst term in the �nal expression is the value ofthe functional obtained from the approximate solutionuh. The second term is an inner product of the residualerror fh�f and the approximate adjoint solution vh.The adjoint solution gives the weighting of the contri-bution of the local residual error to the overall error inthe computed functional. Therefore, by evaluating andsubtracting this adjoint error term we obtain a moreaccurate value for the functional.The third term is the remaining error after makingthe adjoint correction. If gh�g is of the same order ofmagnitude as vh�v then, using L2 norms, the remainingerror has a bound which is proportional to the productkuh�uk kvh�vk, and thus the corrected functional value2



is superconvergent. If the solution errors uh�u andvh�v are both O(hp) then the error in the functional isO(h2p). Furthermore, the remaining error term can beexpressed as (gh�g; L�1(fh�f)) and so has the com-putable a posteriori error bound kL�1k kfh�fk kgh�gk.2.2 First exampleIn a previous paper [9], we demonstrated the e�ec-tiveness of the error correction technique for the two-dimensional Poisson equation@2U@X2 + @2U@Y 2 = F (X;Y )on a unit square domain subject to homogeneous Dirich-let boundary conditions. Using a second order accurate�nite element method with bilinear test and trial func-tions, fourth order accuracy was achieved for the func-tional (G;U) for the particular case in whichF = X(1�X)Y (1�Y ); G = sin(�X) sin(�Y ):To show that superconvergence can also be achievedon domains with curved boundaries, we use conformalmapping to transform this same problem into a math-ematically equivalent form. De�ning the complex vari-ables Z and z asZ � X + iY; z � x+ iy;the mapping z = (Z + 3 + i)2maps the unit square onto the `warped square' shownin Figure 1. u(x; y) � U(X;Y ) is then the solution ofthe transformed p.d.e.@2u@x2 + @2u@y2 = f(x; y);with f(x; y) = F (X;Y ) ����dZdz ����2 :Similarly, the transformed functional is (g; u) whereg(x; y) = G(X;Y ) ����dZdz ����2 :The exact value of the functional can be determinedanalytically. Numerical results have been obtained us-ing a Galerkin �nite element method with piecewisebilinear elements on the curved mesh in the z-plane.Standard �nite element error analysis reveals that both

the solution error for the primal problem and the er-ror in the computed functional using the �nite elementsolution are O(h2). However, by bi-cubic spline inter-polation of the nodal values and the grid coordinatesat the nodal points, one can reconstruct in parametricform an improved approximate solution uh(x; y) withan error which is O(h2) in the H2 Sobolev norm andhence has a residual error which is also O(h2). Usinga similarly reconstructed approximate adjoint solutionvh(x; y), one can then compute the adjoint error correc-tion term resulting in a corrected functional whose ac-curacy is O(h4). All inner product integrals are approx-imated by 3�3 Gaussian quadrature on each quadrilat-eral cell to ensure that the numerical quadrature errorsare of a higher order.Figure 2 shows the error in the computed value forthe functional, before and after the adjoint correction,together with the bound for the remaining error. Theordinate is the logarithm of the number of cells in eachdimension. Lines of slope �2 and �4 passing throughthe �nal data points are superimposed to show thatthe base error in the functional is clearly second orderwhereas the error in the corrected value of the functionalis fourth order.Note also that an error level of 10�8 is achieved witha grid of 16 � 16 when using the adjoint error correc-tion, whereas it requires a grid of 256�256 without theerror correction. Thus, the computational savings areenormous and more than justify the cost of the adjointcalculation.2.3 Theory with boundary termsWe now extend the theory to include inhomogeneousboundary conditions for the primal and dual problems,and boundary integrals in their output functionals.Let u be the solution of the linear di�erential equationLu = f;in the domain 
, subject to the linear boundary condi-tions Bu = e;on the boundary @
. In general, the dimension of theoperator B will be di�erent on di�erent sections of theboundary (e.g. inow and outow sections for the con-vection p.d.e.).The output functional of interest is taken to beJ = (g; u) + (h;Cu)@
;3
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Figure 1: The reconstructed primal and dual solutions for a 2D Poisson problem on a warped square.
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where (:; :)@
 represents an integral inner product overthe boundary @
. The boundary operator C may be al-gebraic (e.g. Cu � u) or di�erential (e.g. Cu � @u@n ), butmust have the same dimension as the adjoint boundarycondition operator B� to be de�ned shortly. Note thatthe components of h may be set to zero if the functionaldoes not have a boundary integral contribution.The corresponding linear adjoint problem isL�v = g;in 
, subject to the boundary conditionsB�v = h;on the boundary @
. The fundamental identity de�ningL�, B� and the boundary operator C� is(L�v; u) + (B�v; Cu)@
 = (v; Lu) + (C�v;Bu)@
;for all u; v. This identity is obtained by integrationby parts, and in a previous paper we describe the con-struction of the appropriate adjoint operators for thelinearized Euler and Navier-Stokes equations [7].Using the adjoint identity, one immediately obtainsthe equivalent dual form of the output functional,J = (v; f) + (C�v; e)@
:Given approximate solutions uh; vh we de�neeh; fh; gh; hh byLuh = fh; L�vh = gh;Buh = eh; B�vh = hh;and hence obtain(g; u) + (h;Cu)@
= (g; uh) + (h;Cuh)@
�(gh; uh � u)� (hh; C(uh � u))@
+(gh � g; uh � u) + (hh � h;C(uh � u))@
= (g; uh) + (h;Cuh)@
�(L�vh; uh � u)� (B�vh; C(uh � u))@
+(gh � g; uh � u) + (hh � h;C(uh � u))@
= (g; uh) + (h;Cuh)@
�(vh; L(uh � u))� (C�vh; B(uh � u))@
+(gh � g; uh � u) + (hh � h;C(uh � u))@
= (g; uh) + (h;Cuh)@
�(vh; fh � f)� (C�vh; eh � e)@
+(gh � g; uh � u) + (hh � h;C(uh � u))@
:

In the �nal result, the �rst line is the functional basedon the approximate solution uh. The second line is theadjoint correction term which now includes a term re-lated to the extent to which the primal solution doesnot correctly satisfy the boundary conditions. The thirdline is the remaining error for which an a posteriori errorbound can again be found.2.4 Second exampleIn addition to curved boundaries, it is also interestingto investigate the inuence of geometric singularities inthe domain, such as the cusp at the trailing edge of anairfoil.Using the same conformal mapping approach asabove, we de�ne the domain in the Z-plane to be the re-gion between two circles centered at (X;Y ) = (�0:1; 0)with radii of R1 = 1:1 and R2 = 3:0. Application of theJoukowski mapping z = Z + 1Z ;then produces a computational domain between acusped airfoil (@
z1) and a smooth outer boundary(@
z2).Using cylindrical coordinates R; � de�ned byX + 0:1 = R cos �; Y = R sin �;the function U(X;Y ) = R2 �R21R sin �;is a solution of the Laplace equation subject to theboundary conditions U=0 on the inner circle, andU = R22 �R21R2 sin �;on the outer cylinder.In the z-plane, the function u(x; y) = U(X;Y ) is thesolution of the Laplace equation@2u@x2 + @2u@y2 = 0;subject to u = 0 on the airfoil, and the appropriateDirichlet boundary conditions on the far-�eld bound-ary. As illustrated in Figure 3, this solution correspondsto the stream function for incompressible inviscid owaround the airfoil, with zero circulation.5
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Figure 3: The reconstructed primal and dual solutions for a 2D Laplace problem around a Joukowski airfoil.
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The boundary functional in the Z-plane is de�ned tobe Z 2�0 H(�) @U@n ����R=R1 d�;where H = sin �R1 ;and its value can be obtained analytically. Whenmapped into the z-plane, the corresponding expressionfor the functional is�H; @u@n�@
z1 ;and hence the dual problem is the Laplace equation sub-ject to the inhomogeneous Dirichlet condition v=H onthe airfoil surface and v = 0 on the far-�eld boundary.Figure 4 shows the numerical results obtained usingthe same Galerkin �nite element method, bi-cubic splineinterpolation and 2� 2 Gaussian quadrature, owing tomemory constraints resulting from a larger computa-tional mesh. The solution is splined periodically aroundthe airfoil, including on the surface where there is a cuspin the geometry. The errors produced by this treatmentof the geometric singularity at the trailing edge convergefaster then the second order accuracy of the baseline �-nite element method.Again the superimposed lines of slope �2 and �4show that the base solution is second order accuratewhereas the corrected value for the functional is fourthorder accurate.3 Nonlinear theoryThe nonlinear theory in the absence of boundary in-tegrals in the functional and errors in approximatingthe boundary conditions has been presented previously[9, 16], and so we now proceed directly to the theoryincluding boundary e�ects which is presented here forthe �rst time.Let u be the solution of the nonlinear di�erentialequation N(u) = 0;in the domain 
, subject to the nonlinear boundaryconditions D(u) = 0;on the boundary @
.

The linear di�erential operators Lu and Bu are de-�ned to be the Fr�echet derivatives of N and D, respec-tively, Lu ~u � lim�!0 N(u+ �~u)�N(u)� ;Bu ~u � lim�!0 D(u+ �~u)�D(u)� :It is assumed that the nonlinear functional of interest,J(u), has a Fr�echet derivative of the following form,lim�!0 J(u+ �~u)� J(u)� = (g(u); ~u) + (h;Cu~u)@
:Here the dimension of the operator Cu (which may bedi�erential) is required to equal the dimension of theadjoint boundary operator B�u, to be de�ned shortly.The corresponding linear adjoint problem isL�uv = g(u)in 
, subject to the boundary conditionsB�uv = hon the boundary @
. The identity de�ning L�u, B�u andthe boundary operator C�u is(L�uv; ~u) + (B�uv; Cu~u)@
 = (v; Lu~u) + (C�uv;Bu~u)@
;for all ~u; v.We now consider approximate solutions uh; vh andde�ne gh; hh byL�uhvh = gh; B�uhvh = hhNote the use of the Fr�echet derivatives based on uhwhich is known, instead of those based on u which isnot known.The analysis also requires averaged Fr�echet deriva-tives de�ned byL(u;uh) = Z 10 Lju+�(uh�u) d�;B(u;uh) = Z 10 Bju+�(uh�u) d�;C(u;uh) = Z 10 Cju+�(uh�u) d�;g(u; uh) = Z 10 g(u+ �(uh�u)) d�;so thatN(uh)�N(u) = Z 10 @@�N(u+ �(uh�u)) d�= L(u;uh) (uh�u);7



and similarlyD(uh)�D(u) = B(u;uh) (uh�u);J(uh)�J(u) = (g(u; uh); uh�u)+(h;C(u;uh)(uh�u))@
:We now obtain the following:J(uh)� J(u)= (g(u; uh); uh�u) + (h;C(u;uh)(uh�u))@
= (gh; uh�u) + (hh; Cuh(uh�u))@
�(gh�g(u; uh); uh�u)�(h; (Cuh�C(u;uh))(uh�u))@
�(hh�h;Cuh(uh�u))@
= (L�uhvh; uh�u) + (B�uhvh; Cuh(uh�u))@
�(gh�g(u; uh); uh�u)�(h; (Cuh�C(u;uh))(uh�u))@
�(hh�h;Cuh(uh�u))@
= (vh; Luh(uh�u)) + (C�uhvh; Buh(uh�u))@
�(gh�g(u; uh); uh�u)�(h; (Cuh�C(u;uh))(uh�u))@
�(hh�h;Cuh(uh�u))@
= (vh; L(u;uh)(uh�u)) + (C�uhvh; B(u;uh)(uh�u))@
�(gh�g(u; uh); uh�u)�(h; (Cuh�C(u;uh))(uh�u))@
�(hh�h;Cuh(uh�u))@
+(vh; (Luh�L(u;uh))(uh�u))+(C�uhvh; (Buh�B(u;uh))(uh�u))@
= (vh; N(uh)) + (C�uhvh; D(uh))@
�(gh�g(u; uh); uh�u)�(h; (Cuh�C(u;uh))(uh�u))@
�(hh�h;Cuh(uh�u))@
+(vh; (Luh�L(u;uh))(uh�u))+(C�uhvh; (Buh�B(u;uh))(uh�u))@
:In the �nal result, the �rst line is the adjoint correc-tion term taking into account residual errors in approx-imating both the p.d.e. and the boundary conditions.The other lines are the remaining errors, which includethe consequences of nonlinearity in L;B;C and g as wellas residual errors in approximating the adjoint problem.If the solution errors for the nonlinear primal problemand the linear adjoint problem are of the same order,

and they are both su�ciently smooth that the corre-sponding residual errors are also of the same order, thenthe order of accuracy of the functional approximationafter making the adjoint correction is twice the order ofthe primal and adjoint solutions. However, rigorous apriori and a posteriori analysis of the remaining errorsis much harder than in the linear case [16] and practicala posteriori error bounds have yet to be obtained forthe quasi-1D and 2D Euler equations.4 Quasi-1D Euler equationsThe steady quasi-1D Euler equations for the ow ofan ideal compressible uid in a variable area duct areddx (AF )� dAdx P = 0;where A(x) is the cross-sectional area of the duct andU , F and P are de�ned asU = 0BB@ ��q�E 1CCA ; F = 0BB@ �q�q2 + p�qH 1CCA ; P = 0BB@ 0p0 1CCA :Here � is the density, q is the velocity, p is the pressure,E is the total energy and H is the stagnation enthalpy.The system is closed by the equation of state for anideal gas. The functional of interest is the `lift'J = Z p dx:The equations are approximated using a standardsecond order �nite volume method with characteristicsmoothing on a uniform computational grid. The lin-ear adjoint problem is approximated by the so-called`continuous' method, which involves linearizing the non-linear ow equations, constructing the analytic adjointequations, and then forming a discrete approximationto these on the same uniform grid as the ow solution[1, 11]. The alternative `discrete' approach, in which onetakes the discretized nonlinear ow equations, linearizesthem and then uses the transpose of the linear matrixas the discrete adjoint operator [5], is employed for thetwo-dimensional calculation presented later in the pa-per. Previous research has shown that both approachesproduce consistent approximations to the analytic ad-joint solution, which has been determined in closed formfor the quasi-1D Euler equations [8].The approximate solution uh(x) is constructed fromthe discrete ow solution by cubic spline interpolationof the nodal values of the three components of the state8
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Figure 5: Mach number distributions for quasi-1D Euler equation test cases.vector U . Similarly, the approximate adjoint solutionvh(x) is obtained by cubic spline interpolation of thenodal values of the three components of the discrete ad-joint solution. The integrals which form the base valuefor the functional and the adjoint correction are approx-imated by 3-point Gaussian quadrature.4.1 Subsonic owThe �rst case is smooth subsonic ow in a converging-diverging duct corresponding to the Mach number dis-tribution depicted in Figure 5. Figure 6 shows the errorconvergence for the computed functional. The superim-posed lines of slope �2 and �4 show that the base erroris second order whereas the error in the corrected func-tional is fourth order. This is in agreement with an apriori error analysis [16] which proves that uh�u, vh�vand their �rst derivatives are all O(h2) for the partic-ular �nite volume scheme which is used, and hence theerror in the corrected functional is O(h4).4.2 Isentropic transonic owFigure 7 shows the error convergence for a transonicow in a converging-diverging duct corresponding to theMach number distribution of Figure 5. The ow is sub-sonic at the inow boundary and upstream of the throat(located at x = 0), and supersonic downstream of the

throat and at the outow boundary. Again the resultsshow that the base error is second order while the re-maining error after the adjoint correction is fourth or-der, even though there is logarithmic singularity in theadjoint solution at the throat [8].5 2D Euler equationsThe nonlinear steady-state Euler equations in conser-vation form are@@xFx(U) + @@yFy(U) = 0;where U is the vector of conserved variables and Fx(U)and Fy(U) are the nonlinear ux functionsU=0BBBB@ ��qx�qy�E 1CCCCA ; Fx=0BBBB@ �qx�q2x+p�qxqy�qxH 1CCCCA ; Fy=0BBBB@ �qy�qxqy�q2y+p�qyH 1CCCCA :The preceding test cases dealt with many of the the-oretical and practical issues that are likely to arise inCFD calculations, including curved boundaries, geomet-ric singularities and nonlinear systems. To take the nextstep, the present example demonstrates error correc-tion for subsonic inviscid compressible ow through a9
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Figure 8: Lift convergence for subsonic ow in a 2D nozzle.smooth converging-diverging duct that has a 10% con-striction at the throat relative to the inlet and outletareas. To assist in the validation of the code, the func-tional is chosen to mimic the `lift' of the quasi-1D cases,J = 12 Z (ptop + pbottom) dx:The ow solution is computed with a standard secondorder �nite volume discretization on a structured meshcomposed of quadrilateral cells. The adjoint solutionis obtained using the previously described `discrete' ap-proach. As before, bi-cubic splining of the nodal valuesand mesh coordinates is used to reconstruct the owand adjoint solutions. Analytic boundary conditionsare enforced during the reconstruction at solid as wellas inow and outow boundaries so that the boundaryterms in the error correction formulation vanish. Theseboundary errors are propagated to the interior of thedomain through the reconstruction, so that they are ac-counted for in the bulk correction term computed with3�3 Gaussian quadrature on each mesh cell.Figure 8 demonstrates that the error correction ap-proach provides a substantial improvement in the accu-racy of the functional estimate relative to the baselinelift value. However, since the analytic solution to thisproblem is not available, it is not possible to determinethe order of accuracy as for the previous test cases.

6 ConclusionsIn this paper we have presented a method of doublingthe order of accuracy of integral quantities derived fromCFD calculations. Doing so requires a solution of theadjoint ow equations, which are the same equationsused in the optimal aerodynamic design approach ofJameson [10, 11]. Because of the importance of design,many adjoint solvers are currently being developed forthe Euler and Reynolds-averaged Navier-Stokes equa-tions [1, 5, 12], facilitating rapid exploitation of the er-ror correction ideas described in this paper.The theory has been fully developed for both linearand nonlinear p.d.e.'s, and this paper presents for the�rst time the extensions required to treat boundary in-tegral functionals and truncation errors in the numericalapproximation of boundary conditions.The numerical results for the 2D Poisson and Laplaceequations con�rm the ability of the error correction togive superconvergence for domains with curved bound-aries and even singularities in the geometry and solu-tion, provided there is adequate grid resolution. The re-sults for the quasi-1D Euler equations also show an un-ambiguous doubling of the order of accuracy for the in-tegrated pressure, con�rming that the theory correctlytreats nonlinear problems. Thus, these model problemstest all of the components of the theory needed for realengineering applications.11



The numerical results for the 2D Euler equations arevery preliminary in nature. They show a quite signi�-cant improvement in the accuracy of the functional butit is not possible to infer the precise order of accuracy ofthe corrected functional. Also, the test case is very sim-ple, involving a converging-diverging duct with a verymild area contraction. Future work will address muchmore challenging problems, such as the ow over airfoilsand wings.There are two other issues to be addressed in futureresearch. The current work involves cubic spline inter-polation of CFD data on structured grids. On unstruc-tured grids, the construction of a smooth interpolationis a much more di�cult task. The use of unstructuredgrids also introduces the whole topic of optimal gridadaptation [4, 14]. The magnitude of the adjoint errorcorrection term (vh; fh�f) can be reduced by adaptingthe grid in the regions in which the product vTh (fh�f)is largest. Alternatively, if grid adaptation is to be usedin conjunction with adjoint error correction then theremaining error is perhaps best minimized by adaptingthe grid where the residual errors fh�f and gh�g arelargest.7 AcknowledgmentsFunding for this work was provided by EPSRC underresearch grant GR/K91149.References[1] W.K. Anderson and V. Venkatakrishnan. Aerody-namic design optimization on unstructured gridswith a continuous adjoint formulation. AIAA Pa-per 97-0643, 1997.[2] I. Babu�ska and A. Miller. The post-processing ap-proach in the �nite element method { Part 1: cal-culation of displacements, stresses and other higherderivatives of the displacements. Intern. J. Numer.Methods Engrg., 20:1085{1109, 1984.[3] I. Babu�ska and A. Miller. The post-processing ap-proach in the �nite element method { part 2: thecalculation of stress intensity factors. Intern. J.Numer. Methods Engrg., 20:1111{1129, 1984.[4] R. Becker and R. Rannacher. Weighted a posteri-ori error control in �nite element methods. Techni-cal report, Universitat Heidelberg, 1996. PreprintNo. 96-1.
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