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#### Abstract

This paper collects together a number of matrix derivative results which are very useful in forward and reverse mode AD. It highlights in particular the remarkable contribution of a 1948 paper by Dwyer and Macphail which derives the linear and adjoint sensitivities of a matrix product, inverse and determinant, and a number of related results motivated by applications in multivariate analysis in statistics.
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## 1 Introduction

As the title suggests, there are no new theoretical results in this paper. Instead, it is a collection of results on derivatives of matrix functions, expressed in a form suitable for both forward and reverse mode algorithmic differentiation [8] of basic operations in numerical linear algebra. All results are derived from first principles, and it is hoped this will be a useful reference for the AD community.

The paper is organised in two sections. The first covers the sensitivity analysis for matrix product, inverse and determinant, and other associated results. Remarkably, most of these results were first derived, although presented in a slightly different form, in a 1948 paper by Dwyer and Macphail [4]. Comments in a paper by Dwyer in 1967 [3] suggest that the "Dwyer/Macphail calculus" was not widely used in the intervening period, but thereafter it has been used extensively within statistics, appearing in a number of books $[11,14,15,17]$ from the 1970's onwards. For a more extensive bibliography, see the notes at the end of section 1.1 in [12].

[^0]The second section discusses Maximum Likelihood Estimation which was one of the motivating applications for Dwyer's work, and also comments on how the form of the results in Dwyer and Macphail's paper relates to the AD notation used in this paper.

An expanded version of this paper [6] also contains material on the sensitivity of eigenvalues and eigenvectors, singular values and singular vectors, and associated results for matrix norms.

## 2 Matrix product, inverse and determinant

### 2.1 Preliminaries

We consider a computation which begins with a single scalar input variable $S_{I}$ and eventually, through a sequence of calculations, computes a single scalar output $S_{O}$. Using standard AD terminology, if $A$ is a matrix which is an intermediate variable within the computation, then $\dot{A}$ denotes the derivative of $A$ with respect to $S_{I}$, while $\bar{A}$ (which has the same dimensions as $A$, as does $\dot{A}$ ) denotes the derivative of $S_{O}$ with respect to each of the elements of $A$.

Forward mode AD starts at the beginning and differentiates each step of the computation. Given an intermediate step of the form

$$
C=f(A, B)
$$

then differential calculus expresses infinitesimal perturbations to this as

$$
\begin{equation*}
\mathrm{d} C=\frac{\partial f}{\partial A} \mathrm{~d} A+\frac{\partial f}{\partial B} \mathrm{~d} B \tag{1}
\end{equation*}
$$

Taking the infinitesimal perturbations to be due to a perturbation in the input variable $S_{I}$ gives

$$
\dot{C}=\frac{\partial f}{\partial A} \dot{A}+\frac{\partial f}{\partial B} \dot{B}
$$

This defines the process of forward mode AD , in which each computational step is differentiated to determine the sensitivity of the output to changes in $S_{I}$.

Reverse mode AD computes sensitivities by starting at the end and working backwards. By definition,

$$
\mathrm{d} S_{O}=\sum_{i, j} \bar{C}_{i, j} \mathrm{~d} C_{i, j}=\operatorname{Tr}\left(\bar{C}^{T} \mathrm{~d} C\right)
$$

where $\operatorname{Tr}(A)$ is the trace operator which sums the diagonal elements of a square matrix. Inserting (1) gives

$$
\mathrm{d} S_{O}=\operatorname{Tr}\left(\bar{C}^{T} \frac{\partial f}{\partial A} \mathrm{~d} A\right)+\operatorname{Tr}\left(\bar{C}^{T} \frac{\partial f}{\partial B} \mathrm{~d} B\right) .
$$

Assuming $A$ and $B$ are not used in other intermediate computations, this gives

$$
\bar{A}=\left(\frac{\partial f}{\partial A}\right)^{T} \bar{C}, \quad \bar{B}=\left(\frac{\partial f}{\partial B}\right)^{T} \bar{C} .
$$

This defines the process of reverse mode AD , working backwards through the sequence of computational steps originally used to compute $S_{O}$ from $S_{I}$. The key therefore is the identity

$$
\begin{equation*}
\operatorname{Tr}\left(\bar{C}^{T} \mathrm{~d} C\right)=\operatorname{Tr}\left(\bar{A}^{T} \mathrm{~d} A\right)+\operatorname{Tr}\left(\bar{B}^{T} \mathrm{~d} B\right) . \tag{2}
\end{equation*}
$$

To express things in this desired form, the following identities will be useful:

$$
\begin{aligned}
\operatorname{Tr}\left(A^{T}\right) & =\operatorname{Tr}(A), \\
\operatorname{Tr}(A+B) & =\operatorname{Tr}(A)+\operatorname{Tr}(B), \\
\operatorname{Tr}(A B) & =\operatorname{Tr}(B A) .
\end{aligned}
$$

In considering different operations $f(A, B)$, in each case we first determine the differential identity (1) which immediately gives the forward mode sensitivity, and then manipulate it into the adjoint form (2) to obtain the reverse mode sensitivities. This is precisely the approach used by Minka [13] (based on Magnus and Neudecker [11]) even though his results are not expressed in AD notation, and the reverse mode sensitivities appear to be an end in themselves, rather than a building block within an algorithmic differentiation of a much larger algorithm.

### 2.2 Elementary results

### 2.2.1 Addition

If $C=A+B$ then obviously

$$
\mathrm{d} C=\mathrm{d} A+\mathrm{d} B
$$

and hence in forward mode

$$
\dot{C}=\dot{A}+\dot{B}
$$

Also,

$$
\operatorname{Tr}\left(\bar{C}^{T} \mathrm{~d} C\right)=\operatorname{Tr}\left(\bar{C}^{T} \mathrm{~d} A\right)+\operatorname{Tr}\left(\bar{C}^{T} \mathrm{~d} B\right)
$$

and therefore in reverse mode

$$
\bar{A}=\bar{C}, \quad \bar{B}=\bar{C} .
$$

### 2.2.2 Multiplication

If $C=A B$ then

$$
\mathrm{d} C=\mathrm{d} A B+A \mathrm{~d} B
$$

and hence in forward mode

$$
\dot{C}=\dot{A} B+A \dot{B} .
$$

Also,

$$
\operatorname{Tr}\left(\bar{C}^{T} \mathrm{~d} C\right)=\operatorname{Tr}\left(\bar{C}^{T} \mathrm{~d} A B\right)+\operatorname{Tr}\left(\bar{C}^{T} A \mathrm{~d} B\right)=\operatorname{Tr}\left(B \bar{C}^{T} \mathrm{~d} A\right)+\operatorname{Tr}\left(\bar{C}^{T} A \mathrm{~d} B\right)
$$

and therefore in reverse mode

$$
\bar{A}=\bar{C} B^{T}, \quad \bar{B}=A^{T} \bar{C}
$$

### 2.2.3 Inverse

If $C=A^{-1}$ then

$$
C A=I \quad \Longrightarrow \quad \mathrm{~d} C A+C \mathrm{~d} A=0 \quad \Longrightarrow \quad \mathrm{~d} C=-C \mathrm{~d} A C .
$$

Hence in forward mode we have

$$
\dot{C}=-C \dot{A} C .
$$

Also,

$$
\operatorname{Tr}\left(\bar{C}^{T} \mathrm{~d} C\right)=\operatorname{Tr}\left(-\bar{C}^{T} A^{-1} \mathrm{~d} A A^{-1}\right)=\operatorname{Tr}\left(-A^{-1} \bar{C}^{T} A^{-1} \mathrm{~d} A\right)
$$

and so in reverse mode

$$
\bar{A}=-A^{-T} \bar{C} A^{-T}=-C^{T} \bar{C} C^{T}
$$

### 2.2.4 Determinant

If we define $\widetilde{A}$ to be the matrix of co-factors of $A$, then

$$
\operatorname{det} A=\sum_{j} A_{i, j} \widetilde{A}_{i, j}, \quad A^{-1}=(\operatorname{det} A)^{-1} \widetilde{A}^{T} .
$$

for any fixed choice of $i$. If $C=\operatorname{det} A$, it follows that

$$
\frac{\partial C}{\partial A_{i, j}}=\widetilde{A}_{i, j} \quad \Longrightarrow \quad \mathrm{~d} C=\sum_{i, j} \widetilde{A}_{i, j} \mathrm{~d} A_{i, j}=C \operatorname{Tr}\left(A^{-1} \mathrm{~d} A\right)
$$

Hence, in forward mode we have

$$
\dot{C}=C \operatorname{Tr}\left(A^{-1} \dot{A}\right)
$$

while in reverse mode $C$ and $\bar{C}$ are both scalars and so we have

$$
\bar{C} \mathrm{~d} C=\operatorname{Tr}\left(\bar{C} C A^{-1} \mathrm{~d} A\right)
$$

and therefore

$$
\bar{A}=\bar{C} C A^{-T} .
$$

Note: in a paper in 1994 [10], Kubota states that the result for the determinant is well known, and explains how reverse mode differentiation can therefore be used to compute the matrix inverse.

### 2.3 Additional results

Other results can be obtained from combinations of the elementary results.

### 2.3.1 Matrix inverse product

If $C=A^{-1} B$ then

$$
\mathrm{d} C=\mathrm{d} A^{-1} B+A^{-1} \mathrm{~d} B=-A^{-1} \mathrm{~d} A A^{-1} B+A^{-1} \mathrm{~d} B=A^{-1}(\mathrm{~d} B-\mathrm{d} A C)
$$

and hence

$$
\dot{C}=A^{-1}(\dot{B}-\dot{A} C),
$$

and

$$
\begin{aligned}
\operatorname{Tr}\left(\bar{C}^{T} \mathrm{~d} C\right) & =\operatorname{Tr}\left(\bar{C}^{T} A^{-1} \mathrm{~d} B\right)-\operatorname{Tr}\left(\bar{C}^{T} A^{-1} \mathrm{~d} A C\right) \\
& =\operatorname{Tr}\left(\bar{C}^{T} A^{-1} \mathrm{~d} B\right)-\operatorname{Tr}\left(\bar{C}^{T} A^{-1} \mathrm{~d} A\right) \\
\Longrightarrow \quad \bar{B}= & A^{-T} \bar{C}, \quad \bar{A}=-A^{-T} \bar{C} C^{T}=-\bar{B} C^{T} .
\end{aligned}
$$

### 2.3.2 First quadratic form

If $C=B^{T} A B$, then

$$
\mathrm{d} C=\mathrm{d} B^{T} A B+B^{T} \mathrm{~d} A B+B^{T} A \mathrm{~d} B
$$

and hence

$$
\dot{C}=\dot{B}^{T} A B+B^{T} \dot{A} B+B^{T} A \dot{B},
$$

and

$$
\begin{aligned}
& \operatorname{Tr}\left(\bar{C}^{T} \mathrm{~d} C\right)=\operatorname{Tr}\left(\bar{C}^{T} \mathrm{~d} B^{T} A B\right)+\operatorname{Tr}\left(\bar{C}^{T} B^{T} \mathrm{~d} A B\right)+\operatorname{Tr}\left(\bar{C}^{T} B^{T} A \mathrm{~d} B\right) \\
&=\operatorname{Tr}\left(\bar{C} B^{T} A^{T} \mathrm{~d} B\right)+\operatorname{Tr}\left(B \bar{C}^{T} B^{T} \mathrm{~d} A\right)+\operatorname{Tr}\left(\bar{C}^{T} B^{T} A \mathrm{~d} B\right) \\
& \Longrightarrow \quad \bar{A}=B \bar{C} B^{T}, \quad \bar{B}=A B \bar{C}^{T}+A^{T} B \bar{C}
\end{aligned}
$$

### 2.3.3 Second quadratic form

If $C=B^{T} A^{-1} B$, then similarly one gets

$$
\dot{C}=\dot{B}^{T} A^{-1} B-B^{T} A^{-1} \dot{A} A^{-1} B+B^{T} A^{-1} \dot{B}
$$

and

$$
\bar{A}=-A^{-T} B \bar{C} B^{T} A^{-T}, \quad \bar{B}=A^{-1} B \bar{C}^{T}+A^{-T} B \bar{C}
$$

### 2.3.4 Matrix polynomial

Suppose $C=p(A)$, where $A$ is a square matrix and $p(A)$ is the polynomial

$$
p(A)=\sum_{n=0}^{N} a_{n} A^{n}
$$

Pseudo-code for the evaluation of $C$ is as follows:

```
C:= a I}
for n from N-1 to 0
    C:=AC+\mp@subsup{a}{n}{}I
end
```

where $I$ is the identity matrix with the same dimensions as $A$.
Using standard forward mode AD with the matrix product results gives the corresponding pseudo-code to compute $\dot{C}$ :

$$
\begin{aligned}
& \dot{C}:=0 \\
& C:=a_{N} I \\
& \text { for } n \text { from } N-1 \text { to } 0 \\
& \quad \dot{C}:=\dot{A} C+A \dot{C} \\
& \quad C:=A C+a_{n} I \\
& \text { end }
\end{aligned}
$$

Similarly, the reverse mode pseudo-code to compute $\bar{A}$ is:

```
\(C_{N}:=a_{N} I\)
for \(n\) from \(N-1\) to 0
        \(C_{n}:=A C_{n+1}+a_{n} I\)
end
\(\bar{A}:=0\)
for \(n\) from 0 to \(N-1\)
    \(\bar{A}:=\bar{A}+\bar{C} C_{n+1}^{T}\)
    \(\bar{C}:=A^{T} \bar{C}\)
end
```

Note the need in the above code to store the different intermediate values of $C$ in the forward pass so that they can be used in the reverse pass.

### 2.3.5 Matrix exponential

In MATLAB, the matrix exponential

$$
\exp (A) \equiv \sum_{n=0}^{\infty} \frac{1}{n!} A^{n}
$$

is approximated through a scaling and squaring method as

$$
\exp (A) \approx\left(p_{1}(A)^{-1} p_{2}(A)\right)^{m}
$$

where $m$ is a power of 2 , and $p_{1}$ and $p_{2}$ are polynomials such that $p_{2}(x) / p_{1}(x)$ is a Padé approximation to $\exp (x / m)$ [9]. The forward and reverse mode sensitivities of this approximation can be obtained by combining the earlier results for the matrix inverse product and polynomial.

## 3 MLE and the Dwyer/Macphail paper

A $d$-dimensional multivariate Normal distribution with mean vector $\mu$ and covariance matrix $\Sigma$ has the joint probability density function

$$
p(x)=\frac{1}{\sqrt{\operatorname{det} \Sigma}(2 \pi)^{d / 2}} \exp \left(-\frac{1}{2}(x-\mu)^{T} \Sigma^{-1}(x-\mu)\right) .
$$

Given a set of $N$ data points $x_{n}$, their joint probability density function is

$$
P=\prod_{n=1}^{N} p\left(x_{n}\right)
$$

Maximum Likelihood Estimation infers the values of $\mu$ and $\Sigma$ from the data by choosing the values which maximise $P$. Since

$$
\log P=\sum_{n=1}^{N}\left\{-\frac{1}{2} \log (\operatorname{det} \Sigma)-\frac{1}{2} d \log (2 \pi)-\frac{1}{2}\left(x_{n}-\mu\right)^{T} \Sigma^{-1}\left(x_{n}-\mu\right)\right\}
$$

the derivatives with respect to $\mu$ and $\Sigma$ are

$$
\frac{\partial \log P}{\partial \mu}=-\sum_{n=1}^{N} \Sigma^{-1}\left(x_{n}-\mu\right)
$$

and

$$
\frac{\partial \log P}{\partial \Sigma}=-\frac{1}{2} \sum_{n=1}^{N}\left\{\Sigma^{-1}-\Sigma^{-1}\left(x_{n}-\mu\right)\left(x_{n}-\mu\right)^{T} \Sigma^{-1}\right\}
$$

Equating these to zero gives the maximum likelihood estimates

$$
\mu=N^{-1} \sum_{n=1}^{N} x_{n}
$$

and

$$
\Sigma=N^{-1} \sum_{n=1}^{N}\left(x_{n}-\mu\right)\left(x_{n}-\mu\right)^{T}
$$

Although this example was not included in Dwyer and Macphail's original paper [4], it is included in Dwyer's later paper [3]. It is a similar application concerning the Likelihood Ratio Method in computational finance [7] which motivated the present author's investigation into this subject.

Returning to Dwyer and Macphail's original paper [4], it is interesting to note the notation they used to express their results, and the correspondence to the results presented in this paper. Using $\langle\cdot\rangle_{i, j}$ to denote the $(i, j)^{t h}$ element of a matrix, and defining $J_{i, j}$ and $K_{i, j}$ to be matrices which are zero apart from a unit value for the $(i, j)^{t h}$ element, then their equivalent of the equations for the matrix inverse are

$$
\begin{aligned}
\frac{\partial A^{-1}}{\partial\langle A\rangle_{i, j}} & =-A^{-1} J_{i, j} A^{-1} \\
\frac{\partial\left\langle A^{-1}\right\rangle_{i, j}}{\partial A} & =-A^{-T} K_{i, j} A^{-T} .
\end{aligned}
$$

In the forward mode, defining the input scalar to be $S_{I}=A_{i, j}$ for a particular choice $(i, j)$ gives $\dot{A}=J_{i, j}$ and hence, in our notation with $B=A^{-1}$,

$$
\dot{B}=-A^{-1} \dot{A} A^{-1}
$$

Similarly, in reverse mode, defining the output scalar to be $S_{O}=\left(A^{-1}\right)_{i, j}$ for a particular choice $(i, j)$ gives $\bar{B}=K_{i, j}$ and so

$$
\bar{A}=-A^{-T} \bar{B} A^{-T},
$$

again matching the result derived previously.

## 4 Validation

All results in this paper have been validated with a MATLAB code which performs two checks.

The first check uses a wonderfully simple technique based on the Taylor series expansion of an analytic function of a complex variable [16]. If $f(x)$ is analytic with respect to each component of $x$, and $y=f(x)$ is real when $x$ is real, then

$$
\dot{y}=\lim _{\varepsilon \rightarrow 0} \mathscr{I}\left\{\varepsilon^{-1} f(x+\mathrm{i} \varepsilon \dot{x})\right\} .
$$

Taking $\varepsilon=10^{-20}$ this is used to check the forward mode derivatives to machine accuracy. Note that this is similar to the use of finite differences, but without roundoff inaccuracy.

The requirement that $f(x)$ be analytic can require some creativity in applying the check. For example, the singular values of a complex matrix are always real, and so they cannot be an analytic function of the input matrix. However, for real matrices, the singular values are equal to the square root of the eigenvalues of $A^{T} A$, and these eigenvalues are an analytic function of $A$.

The second check is that when inputs $A, B$ lead to an output $C$, then the identity

$$
\operatorname{Tr}\left(\bar{C}^{T} \dot{C}\right)=\operatorname{Tr}\left(\bar{A}^{T} \dot{A}\right)+\operatorname{Tr}\left(\bar{B}^{T} \dot{B}\right),
$$

should be satisfied for all $\dot{A}, \dot{B}$ and $\bar{C}$. This check is performed with randomly chosen values for these matrices.

## 5 Conclusions

This paper has reviewed a number of matrix derivative results in numerical linear algebra. These are useful in applying both forward and reverse mode algorithmic differentiation at a higher level than the usual binary instruction level considered by most AD tools. As well as being helpful for applications which use numerical libraries to perform certain computationally intensive tasks, such as solving a system of simultaneous equations, it could be particularly relevant to those programming in MATLAB or developing AD tools for MATLAB [1, 2, 5, 18].
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